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Abstract: With the recent development of 3D multimedia/display technology and the increasing demand for realistic 

multimedia, 3D video has gained more attention as one of the most dominant video formats with a variety of 
application such as 3-dimentional TV or Free view point. In 3D video processing, depth video coding is very essential. 

In depth coding, the object boundaries are hard to compress and severely affect the rendering quality since they are 

sensitive to coding errors. A depth boundary reconstruction filters is used and utilize it as an in-loop filter to code the 

depth video. The proposed depth boundary reconstruction filter is useful for efficient depth coding as well as high-

quality rendering. 
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I. INTRODUCTION 

 

With the development of multimedia technology and the 

increasing desire for realistic media, there have been 

several studies on three-dimensional imagery. A 

stereoscopic image consisting of left and right images is 

able to show a realistic scene using special stereo displays. 

Several types of stereoscopic displays have been 

developed and most require viewers to wear glasses to 

view the 3D scene. Even though stereoscopic images 
provide an impressive 3D experience, there exist further 

challenges to view a scene from multiple 3D viewpoints 

and support auto stereoscopic displays. Auto stereoscopic 

displays provide highly realistic 3D images and free-view 

navigation to viewers without the need to wear glasses; 

this is achieved by generating various viewpoint of the 

scene. 

 

As 3D video requires multiple video sequences captured 

from different camera positions, it becomes challenging to 

transmit and store such a large amount of data. This has 
lead to significant interest in investigating efficient view 

rendering methods. For this purpose it has been studied 

how to sample the plenoptic function or the light field to 

reconstruct missing views using image based rendering 

techniques. To improve the rendered view quality, multi 

view video plus depth formats are being developed, where 

only selected views are coded along with their 

corresponding depth maps, and other views are 

interpolated at the decoder using depth image based 

rendering (DIBR) technique. There are three algorithms to 

generate the depth videos the names of the algorithms are 

Laplacian of Gaussian Filter, Sobel operator and the 
Boundary Reconstruction Filter. The detail information of 

these all three algorithms is as below. 

 

II. METHODOLOGY 

 

A. Laplacian of Gaussian Filter 

The Laplacian is a 2D isotropic measure of the 2nd order 

derivative of an image. The Laplacian of an image  

 

 

highlights regions of rapid intensity change and is 

therefore often used for differentiation of edges. The 

Laplacian is often applied to an image that has first been 

smoothed with something approximating a Gaussian 

smoothing filter in order to reduce its sensitivity to noise, 

and hence the two variants individually will be described 

together here. 

 
Initially the work will proceed with the Laplacian kernels. 

Laplacian kernels usually are the derived values of the 

second order derivative which can be taken as per the 

specification, the higher the kernel values the greater 

would be its enhancement Since the input image is 

represented as a set of discrete pixels and find a discrete 

convolution kernel that can approximate the second 

derivatives in the definition of the Laplacian. The general 

block diagram for the Laplacian of Gaussian filter as 

shown in 1.1(a) and the commonly used kernel is shown 

below with the first order shown in figure 1.1(b) and 
second order shown in figure 1.1 (c).  

 
Fig.1 Block diagram for Laplacian of Gaussian function 

 

Laplacian filters are derivative filters used to find areas of 

rapid change (edges) in images. Since derivative filters are 
very sensitive to noise, it is common to smooth the image 

(e.g., using a Gaussian filter) before applying the 

Laplacian. This two-step process is call the Laplacian of 

Gaussian (LoG) operation. The equation for the Laplacian 

of Gaussian function is 
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LoG  x, y 

=  
1

πσ4
 1 −  

x2 +  y2

2σ2
 e

−(x 2+ y 2)

2σ2                                 (1) 

 

Where x, y takes the horizontal and vertical pixel 

notations, represents the standard deviation and is a 

constant. 

 

When using the filter given above, or any other similar 

filter, the output can contain values that are quite large and 

may be negative, so it is important to use an image type 

that supports negatives and a large range, and then scale 
the output. Alternatively, a scaling factor can be used on 

the filter to restrict the range of values. 

 

B. Sobel Operator 

The Sobel operator, sometimes called the Sobel–Feldman 

operator or Sobel filter, is used in image processing and 

computer vision, particularly within edge detection 

algorithms where it creates an image emphasizing edges. It 

is named after Irwin Sobel and Gary Feldman, colleagues 

at the Stanford Artificial Intelligence Laboratory (SAIL). 

It was co-developed with Gary Feldman at SAIL. Sobel 

and Feldman presented the idea of an "Isotropic 3x3 
Image Gradient Operator" at a talk at SAIL in 1968. 

Technically, it is a discrete differentiation operator, 

computing an approximation of the gradient of the image 

intensity function. At each point in the image, the result of 

the Sobel–Feldman operator is either the corresponding 

gradient vector or the norm of this vector.  

 

The Sobel–Feldman operator is based on convolving the 

image with a small, separable, and integer valued filter in 

the horizontal and vertical directions and is therefore 

relatively inexpensive in terms of computations. On the 
other hand, the gradient approximation that it produces is 

relatively crude, in particular for high frequency variations 

in the image. The general block diagram for Sobel 

operator is as below 

 
Fig. 2 Block diagram for Sobel Operator 

 

The Sobel operator is slower to compute than the LoG, but 

its larger convolution kernel smooths the input image to a 

greater extent and so makes the operator less sensitive to 
noise. The operator also generally produces considerably 

higher output values for similar edges, compared with the 

LoG. 

 

The operator uses two 3×3 kernels which are convolved 

with the original image to calculate approximations of the 

derivatives one for horizontal changes, and one for 

vertical. If we define A as the source image, and Gxand 

Gyare two images which at each point contain the 

horizontal and vertical derivative approximations 

respectively, the computations are as follows 

 

Gx =    
−1 0 1
−2 0 2
−1 0 1

  * A  Gy =   
−1 −2 −1
0 0 0
1 2 1

  * A 

 

Where here denotes the 2 dimensional signal processing 

convolution operation. Since the Sobel kernels can be 

decomposed as the products of an averaging and a 

differentiation kernel, they compute the gradient with 

smoothing. 

 

C. Boundary Reconstruction Filter 
Boundary reconstruction filter contain main tree 

parameter: 1) occurrence frequency 2) similarity and 3) 

closeness. The generalized block diagram as shown below 

 
Fig. 3 Block diagram for Boundary Reconstruction Filter 

 

The occurrence frequency of the pixel represents the 

comparison between the current frequency pixel values to 

the neighbored frequency pixel value for an every pixel of 

the image and find the best intensity value which as 

maximum cost value. That is, the current pixel is replaced 

with the best intensity value same operation is perform for 

the similarities and closeness of the pixel difference is that 

in similarities it‟s finds the similarities between the 

original pixel to the neighbored pixel to form a new pixel 

intensity value. The depth boundary reconstruction filter is 
the combination of three parameters such as occurrence 

frequency, similarities and closeness as shown below 

 

Jrecon  k =  JF k +  JS K + Jc (K)      (2) 

 

Where K represent the pixel intensity values. The two 

main advantage of the boundary reconstruction filter over 

others filters is it is more robust against outliers; a single 

pixel will not affect filtering significantly and since the 

filtered value must actually be the value one of the pixels 

in the neighborhood, filtering does not create new 
unrealistic pixel values. The results show that the 

boundary reconstruction filter gives the much better result 

than the other two filters. These filtered depth video can be 

used for the boundary reconstruction filter to form the best 

realistic 3D videos. 

 

D. Evaluation of depth coding 

The coding efficiency of the image is measure in rate and 

distortion matrix. The PSNR values are used as the rate 

and distortion measures. PSNR is abbreviation of Peak 
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Signal to Noise Ratio. PSNR is easily calculated and thus it 

is widely used for measuring the quality of reconstructed 

image. Usually high PSNR represents high quality of 

reconstructed image while low PSNR represents low 

quality of reconstructed image. Logarithmic scale is used 

for measuring PSNR. It is defined as ratio of maximum 

possible power of image data and power of noise is the 

error introduced by compression that affects the fidelity of 

its representation. It is calculated as follow. 

PSNR = 10 log10  
Max I

2

MSE
     (3) 

 

III. RESULTS 
 

The objective of this research is to develop a new 3D 

video coding system which can provide better coding 

efficiency with improved subjective quality as compared 

to existing 3D video systems such as the depth image 

based rendering (DIBR) system. The comparison graphs in 

between the PSNR and the no. of frames and three 

methods are to compare is LoG (Laplacian of Gaussian 

Filter), Sobel operator and Boundary Reconstruction Filter 

for the input sequence. The input sequences are 

video1_wildlife.wmv. The comparison graphs as shown 
below. 

 
Fig. 4 Comparison graph for all three methods 

 

The above graph shows that the boundary reconstruction 

filters gives the much better result than the other methods. 

Hence the depth video of this method can be used for the 

many applications. 
 

IV. CONCLUSION 
 

Use Boundary Reconstruction Filter is an effective 

technique in which 3D video depth video technique which 

recovers depth video without compromising on quality. 

PSNR calculated is approximately equals to 7.00 for 

boundary reconstruction method which show that videos 

are recovered with high fidelity. Boundary Reconstruction 

Filter method originated from occurrence frequency 

similarities and closeness of the pixel, and was optimized 
by utilizing the unique characteristics of depth video: 

smooth depth level distribution within an object and sharp 

depth level variation near object boundaries. 
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